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Large Language Models (LLMs) are transforming natural language processing, excelling in diverse areas from 

general understanding to specialized technical tasks. However, applying them in heavily regulated sectors like 

banking and Non-Banking Financial Companies (NBFCs) brings unique challenges, particularly in handling domain-

specific financial queries, ensuring regulatory compliance, and maintaining factual accuracy. This finetuned LLM 

is designed to tackle the unique challenges faced by the Indian BFSI sector: it overcomes the limitations of 

current models present in the market by providing deeper insights into BFSI-Specific terms such as 'missed call 

banking', 'revolving', 'DPD', 'foreclosure' etc. and it understand the compliance documentation and circulars for 

Indian BFSI regulatory standards. In addition, the traditional, resource-intensive fine-tuning process for large 

models becomes unsustainable with frequent regulatory updates, especially in multilingual markets like India.  

In our approach, which employs Parameter Efficient Fine-Tuning (PEFT) with LoRA (Low-Rank Adaptation) on 

LLaMA 3.1 8B Instruct, we create a banking-specific model that maintains general capabilities while adapting to 

regulatory and language needs. Trained on RBI circulars and industry-specific data, this model at present 

supports English and Hindi, ensuring accurate, compliant and professional responses. 

To benchmark the model's effectiveness, we have created an evaluation framework using Sem Score, a semantic 

similarity metric that captures contextual accuracy more effectively than traditional metrics like ROUGE or BLEU. 

The PEFT-based approach provides a scalable, cost-effective solution for LLM adaptation, establishing a new 

standard in regulatory compliance and multilingual support, specifically tailored for the financial sector.  

As efficient execution of fine-tuning and evaluation processes is crucial in shaping the model's performance, in 

collaboration with NVIDIA and Neysa, EY has put in place state-of-the-art infrastructure – two H-100 GPUs hosted 

on Neysa servers.

 

 

       Current challenges in adapting LLMs for Indian banking

Despite the success of models like FinGPT and BloombergGPT in addressing financial domain-specific needs, there 

are significant challenges in tailoring these models for the Indian banking sector. While FinGPT focuses on stock 

market data for real-time applications, and BloombergGPT is a high-performing, 50-billion-parameter model 

trained on English financial documents, both lack capabilities essential to the Indian banking and finance 

ecosystem. Key challenges include:  

▪ Language limitations as architecture is  

English-centric: Both models are primarily trained on English corpora, and therefore lack support for Indian 

languages such as Hindi. Another unique requirement in India is the ability to handle code-mixed queries (e.g., 

"Hinglish"), which is very common in Indian financial communications.  

▪ Limited Indian BFSI context  

▪ Lack of knowledge on Indian banking: FinGPT, for instance, is predominantly stock market-focused and 

lacks specific banking knowledge, impacting its ability to address queries on loan eligibility, account 

details, and other banking needs. For example, a query like "Mujhe gold loan ke liye kaise apply karna 

hai?" (How do I apply for a gold loan?) might be inadequately processed, as the model lacks familiarity 

with gold loans, a vital credit source in rural India. 

Questions on Kisan Credit Cards (KCC) or PM Awas Yojana (PMAY) schemes could also go unanswered due to 

insufficient exposure to such India-specific products. 

▪ Cultural and contextual gaps: These models often struggle with local financial terminology, regional 

banking terminology, and India-specific banking inquiries, reducing their efficacy in rural or culturally 

distinct settings. For example, queries like "Chit funds ke rules kya hote hain?" (What are the rules for 

chit funds?) might be misinterpreted, as chit funds are unique to certain Indian regions. 

Similarly, questions about Self-Help Group (SHG) loans could be mishandled due to the model’s lack of knowledge 

of microfinance practices in rural India. 

▪ Regulatory constraints: The models do not encompass India’s regulatory standards, such as Reserve 

Bank of India (RBI) guidelines on priority sector lending, KYC requirements, or policies like Jan Dhan 

Yojana, which are crucial for the country’s financial inclusivity goals.  

The limitations mentioned suggest that an Indian banking LLM would need:  

▪ Capabilities to support regional Indian languages  

▪ Inclusion of RBI and India-specific banking regulations during model training  
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▪ Cultural adaptation to address local banking terminology and practices.  

 

These adaptations are essential for creating a language model that can effectively cater to India’s unique and 

diverse banking landscape. The EY tool addresses these challenges effectively by using the appropriate datasets, 

fine-tuning them, testing and running comprehensive analyses of the test results.  

 

       Datasets  

▪ Data collection and sources: Our dataset development was aimed at creating a robust knowledge base 

tailored for the banking and financial services industry. Key data sources included:  

▪ RBI circulars: We used 70 recent documents from the RBI to capture up-to-date banking regulations.  

Example of a sample RBI circular Q&A data, along with its converted Hindi/Hinglish version  

▪ Bank and NBFC websites: FAQs and customer service content were collected from official bank and 

NBFC websites. 

 
Example of sample bank and NBFC FAQ data with its Hindi/Hinglish translation  

▪ Bitext database: A bilingual dataset containing customer support dialogues across retail banking, 

insurance, mortgage, and loan services.  

Example of sample bank and NBFC FAQ data with its Hindi/Hinglish translation  
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▪ Data distribution and aggregation: Data was meticulously categorized to cover various banking services, 

including retail loans, accounts, cards, and fund transfers. It can efficiently manage conversations across 

29 BFSI-specific themes with 108 sub-categories in a remarkably better way with lower cost of 

infrastructure. We maintained distinct subcategories for services like ATM disputes, credit card activation, 

and loan applications to ensure comprehensive coverage.  

 
Data distribution across all collected banks and NBFCs FAQ data and RBI circular QnA data 
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▪ Hindi dataset creation: To make the dataset bilingual, we translated all English data into Hindi using the 

LLaMA 70B Instruct model, preserving specific banking terms like "RBI" and "credit" in English. This bilingual 

approach allows the model to serve diverse linguistic demographics while maintaining domain-specific 

terminology.  

▪ Approach from data to analysis: The multi-source approach to data collection (RBI circulars, banks and 

NBFC websites, and Bitext databases) ensured comprehensive data coverage across regulatory and 

customer service topics, which is foundational for a robust financial language model.  

 

Overall finetuning approach  
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▪ Data preprocessing and splitting: After cleaning and formatting the data into a structured question-answer 

format, we split the dataset into 60% training, 20% validation, and 20% testing sets. Splitting was performed 

category-wise (e.g., Account Management, ATM Services, etc.) to ensure each dataset had balanced category 

representation, critical for model generalization across varied queries.  

 

▪ Model selection and fine-tuning: We chose the LLaMA 3.1 8B instruct model as our base, implementing Low-

Rank Adaptation (LoRA) for parameter-efficient fine-tuning. This selection enabled domain-specific knowledge 

infusion while retaining the model’s general capabilities, helping prevent “catastrophic forgetting” —a common 

challenge in fine-tuning large models on specific domains. (Read more here: catastrophicforgetting paper)  

 

▪ Hyperparameter optimization:  We optimized LoRA parameters to maximize accuracy and efficiency. Key 

adjustments included:  

▪ Rank (r) values of 8, 16, and 32, selecting r=32 as it yielded optimal accuracy.  

▪ Alpha (α) values such as 16, 32, and 64, choosing α=64 for balanced parameter scaling. These selections 

ensured the model adapted well to financial domain-specific language. (Read more here: lora paper, 

hyperparameteroptimization paper)  

▪ Training and overfitting prevention: Training was conducted using strategies to ensure stability and 

prevent overfitting:  

▪ Gradient clipping and weight decay helped control gradients and regularize the model. (Know 

more: Gradientclipping paper)  

▪ Mixed Precision Training (FP16) optimized memory and speed, accelerating training without 

compromising performance. (Know more: MixedPrecision paper)  

▪ Best Model Retention by automatically saving the model with the lowest validation loss. The 

validation loss plateaued at epoch 9, indicating it as the optimal stopping point to avoid 

overfitting.  

Epoch vs Loss: Visualization of model training progress  

▪ Model evaluation and final testing: Post-training, we evaluated the model on the test set across categories, 

using SemScores to assess alignment with ground truth answers. The final testing validated the model’s 

readiness to handle domain-specific queries accurately, making it suitable for banking and NBFC applications. 

(Read more here: semscore paper)   
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▪ Evaluation framework  

▪ We have developed an evaluation framework that can be leveraged for any LLM, using SemScore to 

benchmark performance across various use cases. This framework enables us to objectively assess the 

accuracy and alignment of model outputs by focusing on semantic similarity, addressing the limitations of 

traditional methods like BLEU and ROUGE.  

▪ In our recent benchmarking tests, we applied this framework to evaluate the fine-tuned LLaMA 3.1 model. The 

results demonstrate its clear superiority, outperforming both OpenAI and Sarvam’s latest models across 

multiple tasks. These findings validate the effectiveness of our finetuned model in achieving superior results.  

 

 

        What’s next? 

Building on the findings and contributions of this research, future work will focus on expanding the model’s 

capabilities and addressing key challenges to enhance its practical applicability in the BFSI domain and beyond. Key 

areas of future exploration include: 

1. Development of Multi-Indic Language Capabilities: Expanding the model’s bilingual functionality to support 

additional Indian languages such as Marathi, Gujarati, Tamil, and Bengali, ensuring comprehensive financial 

inclusion across linguistically diverse regions. This will involve the creation of language-specific datasets and 

fine-tuning strategies to maintain semantic and contextual accuracy. 

2. Integration with Domain-Specific Systems: Enhancing the model’s functionality to enable seamless function 

calling and integration with essential banking software such as CRM, LMS, LOS, CMS, Card Management 

Systems, PMS, and Financial Data Lakes. The goal is to refine the model’s ability to interact with these systems 

in a faster, more efficient, and scalable manner. 

3. Optimization of Inference Time: Reducing inference time by employing advanced parameter pruning 

techniques tailored for BFSI-specific tasks. This optimization will focus on maintaining accuracy while 

significantly improving the model’s performance for real-time applications. 

4. Evaluation of Quantized Model Versions for Edge Deployment: Exploring quantized versions of the fine-tuned 

LLaMA 3.1 model to assess its viability for edge device usage. This will involve benchmarking the trade-off 

between reduced resource requirements and the model’s semantic performance, ensuring robust performance 

in low-compute environments. 

5. Exploration of Advanced Evaluation Metrics: Further refining the evaluation framework to include metrics 

that assess multi-lingual and multi-functional capabilities, particularly in regulatory and high-stakes scenarios. 

This will ensure the model’s reliability and suitability for deployment in critical BFSI workflows. 

Through these advancements, the research aims to create a more versatile, efficient, and inclusive LLM 

framework for regulated industries, contributing to both the academic and practical understanding of domain-

specific AI applications. 
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NOTES 
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