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24 Subat 2025 | Uretken yapay zekadan yararlanirken kisisel verilerin korunmasi
bakimindan dikkat edilmesi gereken hususlara iliskin duyuru yayimlandi.

Kisisel Verilerin Korunmasi Kurumu (KVKK), Uretken yapay zeka (Al) kullaniminin artan énemi ve
potansiyel etkileri g6z 6ninde bulundurularak uyarilarini barindiran bir géris yayimladi. Bu gorus, yapay
zeka uygulamalarini kullanirken kisisel verilerin korunmasi adina dikkat edilmesi gereken kritik noktalari
vurgulamaktadir. Bunlar;

Yapay zeka sistemine bilgi saglarken ad-soyad, adres, telefon numarasi ve kimlik bilgileri gibi bilgileri
paylasmaktan kacinmak,

Anonim ve genel ifadeler kullanmak,

Yapay zeka sisteminin veri toplama ve saklama politikalarini dikkatli sekilde incelemek,

Saglik bilgileri, finansal bilgiler ve hukuki stireclerinizle ilgili bilgi paylasmaktan imtina etmektir.

ilgili dokiimana buradan ulasabilirsiniz.


https://media.licdn.com/dms/document/media/v2/D4D1FAQFBm4CdQp-p7w/feedshare-document-pdf-analyzed/B4DZU7vWMxHIAY-/0/1740464032061?e=1743033600&v=beta&t=11cOYq6SxI7GF16_kj-xdlNgEdm9oDQqfr9QL8ei0e4
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23 Ocak 2025 | Avrupa Veri Koruma Kurulu (EDPB), Yapay Zeka: Karmasik Algoritmalar
ve Etkin Veri Koruma Denetimi adli proje kapsaminda iki rapor yayimladi.

Alman Federal Veri Koruma Otoritesi'nin (DPA) talebi Gzerine Uzman Havuzu Destek programi
kapsaminda baslattigi “Yapay Zeka: Karmasik Algoritmalar ve Etkili Veri Koruma Denetimi Projesi”, Veri
Koruma Otoritesinin iki konuya iliskin sorularina yardimci olmayi1 amaclamaktadir. Bunlar yapay
zekadaki dnyargilarin araglar araciliiyla degerlendirilmesi ve veri sahiplerinin haklarinin etkili bir
sekilde uygulanmasidir.

Bu proje, tiim taraflarin dnyargiyi anlamasina ve degerlendirmesine ve yapay zeka (YZ) baglaminda veri
sahiplerinin haklarinin uygulanmasina yardimci olmayi hedeflemektedir. Ozellikle, dnyargi
deg@erlendirmesi ve veri sahiplerinin haklarinin uygulanmasi i¢cin yéntem veya araglari netlestirerek
DPA'ya yardimci olma hedefi mevcuttur.

Yapay Zeka: Karmasik Algoritmalar ve Etkili Veri Koruma Denetimi projesi iki ¢ikti icermektedir:

Onyargi degerlendirmesi
Veri sahibi haklarinin etkin bir sekilde uygulanmasi

ilgili raporlara buradan ulasabilirsiniz.

30 Ocak 2025 | Hamburg veri koruma otoritesi, AB Yapay Zeka Yasasi'na (Al Act) iliskin
rehber yayimladi.

Hamburg veri koruma otoritesi, AB Yapay Zeka Yasasi'nin (Al Act) okuryazarlik hiikimlerine ve belirli
yapay zeka kullanimlarina iliskin yasaklara nasil uyulacagina dair bir rehber yayinladi.

ilgili rehbere buradan ulasabilirsiniz.

2 Subat 20251 Yapay Zeka Yasasi (Al Act) kapsamindaki ilk gereksinimler yiriirlige girdi.
1/2)

Yapay Zeka Yasasl (Al Act), Avrupa Birligi'nde yapay zeka (YZ) teknolojilerinin kullanimini diizenlemeyi
amagclayan énemli bir mevzuattir. Yapay Zeka Yasasi kapsamindaki ilk kurallar, 2 Subat itibariyla
uygulanmaya baslanmistir. Bunlar arasinda YZ sistemi tanimi, YZ okuryazarligi ve Yapay Zeka
Yasasli'nda belirtildigi gibi AB'de kabul edilemez riskler olusturan sinirli sayida yasaklh YZ kullanim
durumu yer almaktadir.

Yasayla birlikte, yapay zeka sistemlerinin risk diizeyine gore kategorilere ayrilmasi ve bu sistemlere
yonelik cesitli dizenlemeler getirilmesi hedeflenmektedir.

Yapay Zeka Yasasi'nin hiiklimlerinin cogu 2026 yilina kadar ylrurlige girmemekle birlikte bazi yasaklar
2 Subat 2025'te itibaren gecerli hale gelmistir. Bu kapsamda, Yapay Zeka Yasasi'na gore yasaklanan
bazi yapay zeka sistemleri sunlardir:


https://datenschutz-hamburg.de/news/ki-vo-diese-pflichten-und-verbote-gelten-ab-februar-2025
https://www.edpb.europa.eu/our-work-tools/our-documents/support-pool-experts-projects/ai-complex-algorithms-and-effective-data_en
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2 Subat 2025 1 Yapay Zeka Yasasi (Al Act) kapsamindaki ilk gereksinimler yirirlige
girdi. (2/2)

Bilingalti manipllasyon ve aldatici yollarla kararlari etkileme

Zayif givenliklere sahip kisileri maniptle etme

Sosyal davranis veya kisilik dzelliklerine gore bireyleri dederlendirme ve olumsuz muameleye yol
acma

Suc isleme riski tahmini yapan sistemler

Hedefsiz yliz tanima ve veri toplama

Duygusal analiz yapabilen sistemler (is yerlerinde veya egitim merkezlerinde, tibbi ve glvenlik
amaclari disinda)

Biyometrik verilerle kisilerin 6zelliklerini ¢cikarma

Gergek zamanli biyometrik veri toplama (kolluk kuvvetlerinin sinirli durumlar disinda)

Kapsam ve cezalar:

AB disindaki sirketler de bu yasaya tabidir.
Cezalar, sirketin kresel cirosunun %7'si veya 35 milyon Euro'ya kadar cikabilir.

ilgili kanun metninde yer alan maddeye buradan ulasabilirsiniz.

4 Subat 2025 | AB Yapay Zeka Ofisi, sektor ve sirket biylkligiine gére Yapay Zeka
TlzGgl uyumlulugunu ayrintili olarak aciklayan yasakli yapay zeka uygulamalarina dair
yonergeler ve YZ okuryazarhgina dair icerik havuzu yayimladi.

Komisyon, Yapay Zeka (YZ) Yasasi'nda yer alan yasakli yapay zeka uygulamalariyla ilgili bir kilavuz
yayimlayarak Avrupa dederleri ve temel haklari tehdit edebilecek potansiyel riskleri tasiyan
uygulamalara dair genel bir bakis sunmaktadir. Bu kilavuz, belirli yapay zeka sistemlerinin Avrupa'da
kabul edilemez sayilmasi gerektigi durumlari ele almaktadir.

Yapay Zeka Yasasl, inovasyonu tesvik ederken ayni zamanda saglik, glivenlik ve temel haklar acisindan
ylksek koruma saglamayi amaclamaktadir. Bu yasa, yapay zeka uygulamalarini yasakh, ylksek riskli ve
seffaflik yikimldllklerine tabi olanlar gibi farkli risk kategorilerine ayirmaktadir. Yasakh uygulamalar
arasinda 6zellikle zararh manipllasyon, sosyal puanlama ve gercek zamanli uzaktan biyometrik
tanimlama gibi uygulamalar yer almaktadir.

Ydnergeler, Yapay Zeka Yasasi'nin Avrupa Birligi genelinde tutarli ve etkili bir sekilde uygulanmasini
saglamak amaciyla olusturulmustur. Ancak bu yénergeler baglayici dedildir; bunun yerine, yasaklarin
Komisyon tarafindan yorumlanmasina yonelik dederli icgoriler sunar ve yetkili yorumlar Avrupa Birligi
Adalet Divani'na (ABAD) aittir. Bu da, her Uye Ulkenin ve paydaslarin yasal gereklilikleri anlamasina ve
yerine getirmesine yardimci olacak pratik érnekler ve aciklamalar saglamaktadir.

ilgili yénergeler icerigine buradan ulasabilirsiniz.

ilgili belge 6zeti icerigine buradan ulasabilirsiniz.


https://digital-strategy.ec.europa.eu/en/library/commission-publishes-guidelines-ai-system-definition-facilitate-first-ai-acts-rules-application
https://digital-strategy.ec.europa.eu/en/library/commission-publishes-guidelines-prohibited-artificial-intelligence-ai-practices-defined-ai-act
https://www.dataguidance.com/news/eu-ai-office-publishes-living-repository-ai-literacy
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6 Subat 2025 | AB Komisyonu, yapay zeka sisteminin tanimina iliskin rehber yayimlandi.

Komisyon, yapay zeka (YZ) sistemi tanimina iliskin ydnergeler yayimlayarak, saglayicilarin ve diger
ilgili kisilerin bir yazilim sisteminin bir yapay zeka sistemi olup olmadigini belirlemelerine yardimci
olmay! ve kurallarin etkili bir sekilde uygulanmasini kolaylastirmayi amaclamaktadir.

Komisyon, Yapay Zeka Yasasi'ndaki kurallarin etkin bir sekilde uygulanabilmesiicin yazilim
sistemlerinin YZ sistemi olup olmadigini belirlemeye yardimci olacak rehberler yayinlamistir. Bu
rehberler baglayici dedildir ve 6zellikle pratik deneyimler ve yeni kullanim durumlarina gore
glncellenmesi planlanmaktadir.

Yapay Zeka Yasasl, yenilikleri tesvik ederken saglik, glivenlik ve temel haklarin korunmasini saglamayi
amaclamaktadir. Bu yasa, YZ sistemlerini yasakli, yliksek riskli ve seffaflik yikdmldltklerine tabi
sistemler olarak siniflandirmaktadir. 2 Subat itibariyla, Yapay Zeka Yasasi'nin ilk kurallari, YZ sistemi
tanimi, YZ okuryazarligi ve AB'de kabul edilemez riskler tasiyan sinirli sayida yasakh YZ kullanim
durumu gibi maddeleri ylrirlige girmistir.

ilgili icerige buradan ulasabilirsiniz.

6 Subat 2025 | Fransa'nin veri koruma otoritesi CNIL, GDPR ile uyumlu ‘yenilik¢i ve
sorumlu yapay zeka gelistirilmesi' icin yeni 6énerilerde bulundu.

CNIL, GDPR'nin Avrupa'da sorumlu yapay zeka (YZ) gelistirilmesini saglamak icin yeni dneriler
yayimladi. Bu dneriler, kisisel verilerin kullanildigi bireyleri bilgilendirmeye ve haklarini kolayca
kullanmalarina yardimci olacak somut ¢éziimler sunmaktadir. Bu kapsamda temel basliklar asagida yer
almaktadir:

GDPR'In yapay zekaya uyumu
Fransa, 2025'te YZ'nin yenilik ve rekabetcilik potansiyelini vurgulayacak bir zirve diizenleyecektir.
CNIL, YZ yeniligini desteklerken kisisel haklari koruma anlayisindadir.

Yapay zekaya uygun GDPR ilkelerinin uygulanmasi
Kisisel veri iceren yapay zeka modelleri icin GDPR gecerlidir. CNIL, veri koruma ilkelerinin YZ
sistemlerine gbre 6zel olarak uygulanmasi gerektigini belirtmektedir.

Yeni 6neriler
CNIL, YZ kullaniminda GDPR'I dengeli bir sekilde uygulayacak yeni dneriler sunmustur. Kisisel veriler
YZ modelinde kullanilacaksa, bireyler bilgilendirilmelidir.

Ayrica, bireylerin kisisel verilerine erisim ve dizeltme haklarini kullanabilmesi icin gelistiricilerin gizlilik
korumasina 6zen gostermesi gerektigi vurgulanmistir.

ilgili 6neri 6zetine buradan olusabilirsiniz.

4 EY


https://digital-strategy.ec.europa.eu/en/library/commission-publishes-guidelines-ai-system-definition-facilitate-first-ai-acts-rules-application
https://www.cnil.fr/en/ai-and-gdpr-cnil-publishes-new-recommendations-support-responsible-innovation
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10 Subat 2025 | Birlesik Krallik Hiiklimeti, Yapay Zeka (YZ) Kilavuzunu (Al Playbook)
yayimladi.

Kilavuz, kamu sektord kuruluslari ve hiikimet departmanlarina yapay zekanin (YZ) givenli ve etkili
kullanimi konusunda teknik rehberlik sunmak amaciyla tasarlanmistir. YZ, Birlesik Krallik Hikimeti'nin
ekonomik bayimeyi desteklemek ve kamu hizmetlerinin kalitesini artirmak icin stratejisinin merkezinde
yer almaktadir. Ancak, YZ'nin sinirlamalari ve potansiyel risklerine de dikkat edilmesi gerektigi
vurgulanmaktadir.

YZ Kilavuzu; kamu calisanlari, dijital ve veri alaninda calisanlar ve farkl dijital bilgi seviyelerine sahip
tim kamu sektora calisanlariicin erisilebilir kinmistir. Kilavuz, kamu goérevlilerine YZ'nin ne
yapabilecedini, nasil yardimci olabilecedini ve bu teknolojinin etik, yasal, gizlilik, stirdirulebilirlik ve
guvenlik risklerini anlamalarina yardimci olmay1 amaclamaktadir.

Kilavuzda yayinlanan yapay zeka kullanimi igin 10 ilke asagida yer almaktadir:

Yapay zekanin ne oldugunu ve sinirlarinin neler oldugunu bilmek

Yapay zekayi yasal, etik ve sorumlu bir sekilde kullanmak

Yapay zekdayi nasil glivenli bir sekilde kullanacaginizi bilmek

Dogru asamada anlamli bir insan kontrolline sahip olmak

Yapay zeka yasam donglsiini nasil ydnetecedinizi anlamak

Is icin dogru araci kullanmak

Acik ve is birlikci olmak

En basindan itibaren ticari is arkadaslarinizla ¢alismak

Yapay zekday! uygulamak ve kullanmak icin gereken beceri ve uzmanlda sahip olmak

Bu ilkeleri kurumunuzun politikalariyla birlikte kullanmak ve dogru glivenceye sahip olmak

ilgili dokiimana buradan ulasabilirsiniz.

11 Subat 2025 1 Fransa'nin Paris kentinde dilizenlenen Yapay Zeka Eylem Zirvesi (Al
Summit) etkinligi gerceklesti. (1/2)

Paris Al Summit: Politika ve diizenleyici etkiler

Paris'teki 2025 Yapay Zeka Zirvesi, Avrupa'nin yapay zeka (YZ) stratejisinde 6nemli bir doniim
noktasiniisaret etmistir. Zirve, devlet baskanlari, is liderleri ve YZ uzmanlarini bir araya getirerek
Avrupa'nin kiresel YZ arenasinda énemli bir oyuncu olma amacini vurgulamistir. Zirvede, Fransa'nin
YZ yonetimindeki liderligini pekistirecek biylk yatirimlar agiklanmis ve Avrupa'nin YZ stratejisi
inovasyonu, diizenlemeleri ve rekabetciligi 6n plana ¢cikmistir.

One cikan politikalar:

Zirvede, YZ sistemlerinin glvenilir, seffaf ve herkese erisilebilir olmasi gerektigi vurgulanmistir. Ayrica
fikri mulkiyet haklarinin dnemi, 6zellikle telif hakki korumali icerik ve adil yaratici 8deme modelleri
tartisiimistir. YZ'nin cevresel etkilerini azaltmaya yoénelik sirddrtlebilir ve sorumlu gelisim de édnemli bir
konu olarak ifade edilmistir.

Egitim ve beceri gelistirme, YZ teknolojilerini etkili sekilde gelistirebilmek ve diizenlemek icin énemli bir
hedef olarak belirlenmistir. Zirve ayrica, kiresel YZ ydnetisimii¢in bir cerceve olusturulmasi gerektigini
savunmus ve Ulkeler arasinda is birligi yoluyla givenli ve etik YZ kullanimi icin uluslararasi standartlar
olusturulmasi gerektigi belirtilmistir.

> EY


https://assets.publishing.service.gov.uk/media/67aca2f7e400ae62338324bd/AI_Playbook_for_the_UK_Government__12_02_.pdf
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11 Subat 2025 1 Fransa'nin Paris kentinde dilizenlenen Yapay Zeka Eylem Zirvesi (Al
Summit) etkinligi gerceklesti. (2/2)

Fransa'nin éne ¢ikan aciklamalari

Fransa Cumhurbaskani, veri merkezleri, YZ ortakliklari ve yari iletken tretimi gibi sektorlerde 109
milyar Euro de@erinde 6zel yatirimlar aciklanmistir. Fransa'nin diisiik karbonlu enerji karisimi sayesinde,
YZ operasyonlariicin glvenilir ve slirdirtlebilir bir enerji kaynagi sundugu vurgulanmistir.

Avrupa'nin yapay zeka stratejisi

Avrupa Komisyonu Bagkani, InvestAl girisimini baslatmistir ve YZ icin 200 milyar Euro yatirim yapmay!
hedeflemektedir. Bu yatirim, doért bliylk YZ fabrikasi kurarak, blylk dlcekli YZ modellerini egitmeye
yoneliktir.

Sirdirilebilir ve kapsayici yapay zeka icin bildiri

Zirvenin sonunda 61 (lke, halk ve gezegen icin slirdirdlebilir ve kapsayici yapay zeka konusunda bir
bildiri kabul etmistir. Bu bildiri, YZ'nin ¢evresel etkileri Gzerine bir gézlemevi kurulmasini ve enerji
verimli YZ yeniliklerini tesvik etmeyi amaclayan bir platform baslatmayi taahht etmistir.

Paris'teki iki glinllk kiresel zirve, genis bir fikir birligine yol agmistir. Yaklasik 60 Ulke Kapsayici ve
Surdurdlebilir Yapay Zeka Beyannamesi'ni imzalanmistir. Bu beyannameyi imzalamayi reddeden iki Glke
ise ABD ve Birlesik Krallik'tir.

Veri koruma yetkililerinin ortak aciklamasi

Avustralya, Kore, irlanda, Fransa ve Birlesik Krallik'tan veri koruma yetkilileri, YZ'nin veri isleme
slireclerinin bylyen karmasikhgini ele alarak, glivenilir veri yonetim cergevelerinin olusturulmasinin
onemini vurgulanmistir. Bu cerceveler, yenilikci ve gizliligi koruyan YZ gelisimini desteklemeye
yoneliktir.

Zirve, Avrupa'nin YZ alanindaki bagimsizlik hedeflerini gli¢lendirirken, kiiresel YZ politikalari ve
dizenlemeleri Gzerinde daha blyik bir etki olusturmayi amaclayan bir platform olarak éne cikmistir.

ilgili haber dzetine buradan ulasabilirsiniz.

11 Subat 2025 | Avrupa Komisyonu Al Sorumluluk Direktifi teklifini geri cekti.

Avrupa Komisyonu'nun Yapay Zeka Sorumluluk Direktifi teklifini geri cekmesi, 2025 itibariyla teknoloji
diizenlemeleri ve uluslararasi baglamda énemli bir gelismedir.

Avrupa Komisyonu, ilk olarak 2022'de Yapay Zeka Sorumluluk Direktifi'ni 6nerdiginde, bu teklif yapay
zeka sistemlerinin neden oldugu zararlardan dolayi tiiketicilerin hukuki korumasini artirmayi ve sirketler
icin sorumluluk gercevesini netlestirmeyi amaclamaktaydi. Ancak, Paris'teki Yapay Zeka Eylem
Zirvesi'nden sonra Komisyon bu direktifi geri cekme karari almistir. Komisyon'un 11 Subat 2025'te
yayimlanan 2025 nihai calisma programinda, Yapay Zeka Sorumluluk Direktifi'nin geri cekilecegi resmi
olarak duyurulmustur.

ilgili bashda iliskin detayli bilgiye buradan ulasabilirsiniz.

6 EY


https://www.dataguidance.com/news/international-eu-and-au-members-adopt-statement
https://iapp.org/news/a/european-commission-withdraws-ai-liability-directive-from-consideration/
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12 Subat 2025 1 Avrupa Veri Koruma Kurulu (EDPB), ChatGPT goérev guciniin kapsaminin
yapay zeka denetimlerini de kapsayacak sekilde genisletilmesine karar verildigini duyurdu.

ChatGPT gorev gliciiniin kapsaminin yapay zeka denetimlerini de kapsayacak sekilde genisletiimesine
karar verildigine iliskin gelisme, EDPB'nin Subat 2025'teki genel kurul toplantisinda, 12 Subat 2025
tarihinde duyurulmustur.

EDPB, daha 6nce ChatGPT 6zelinde kurulan gérev gictnd, yalnizca bu uygulamayla sinirli kalmayip
genel yapay zeka denetimlerini kapsayacak sekilde genisletme karari almistir. Bu karar, YZ
teknolojilerinin hizla yayginlasmasi ve veri koruma acisindan ortaya c¢ikan yeni riskler nedeniyle
alinmistir. Gorev glcliniin amaci, GDPR YZ sistemleri baglaminda uygulanmasini koordine etmek ve liye
devletlerin veri koruma otoriteleri arasinda is birligini gliclendirmektir. EDPB, &zellikle acil ve hassas
konularda veri koruma otoritelerinin eylemlerini uyumlu hale getirme ihtiyacini vurgulamis ve bu
kapsamda bir “hizli tepki ekibi” kurulacagini belirtmistir. Bu ekip, YZ ile ilgili ortaya ¢ikan dnemli
sorunlara hizli ve etkili bir sekilde midahale etmeyi hedeflemektedir.

ilgili karara buradan ulasabilirsiniz.


https://www.edpb.europa.eu/news/news/2025/edpb-adopts-statement-age-assurance-creates-task-force-ai-enforcement-and-gives_en
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16 Ocak 2025 | FTC, DoNotPay ile aldatici 'Yapay Zeka Avukat!' iddialarini yasaklayan,
parasal yardim saglayan ve ge¢mis abonelere bildirim gerektiren karari kesinlestirdi.

Federal Ticaret Komisyonu (FTC), cevrim ici abonelik hizmetini “dinyanin ilk robot avukati” olarak
tanitan DoNotPay sirketinin, yapay zekall sohbet robotunun yetenekleri hakkinda aldatici iddialarda
bulunmayi birakmasini gerektiren karari kesinlestirmistir.

Eylal 2024'te aciklanan bir sikayette FTC, DoNotPay'in sézde robot avukatinin, bir insan avukatin
uzmanliginin yerine yeterli bir ikame oldugu iddialarini yerine getiremedigini iddia etmistir. Sikayete
gore sirket, "YZ avukatinin” yasal belgeler olustururken ve tavsiyelerde bulunurken bir insan avukatin
seviyesinde calisip calismadigini test etmemis ve sirket, hizmetinin hukukla ilgili 6zelliklerinin kalitesini
ve dogrulugunu test etmek icin avukatlariise almamis veya tutmamistir.

Nihai karar, DoNotPay'in 193.000 Dolar tutarinda parasal yardim édemesini ve 2021 - 2023 yillari
arasinda hizmete abone olan tiketicileri FTC anlasmasi hakkinda bilgilendirmesini gerektirmektedir.
Karar ayrica DoNotPay'in, bunu destekleyecek yeterli kanita sahip olmadigi sirece hizmetinin gercek
bir avukat gibi calisti§ina dair reklam yapmasini yasaklamaktadir.

ilgili karara iliskin detayli agiklamaya buradan ulasabilirsiniz.

30 Ocak 2025 | OECD'nin Yapay Zeka Yonetisimi Calisma Grubu ve Yapay Zeka Kiiresel
Ortakhdgi, kuruluslarin yapay zeka sistemlerini egitmek icin veri toplama ve kullanma
bicimlerinin fikri miilkiyet etkilerini inceleyen bir rapor yayimladi. (1/2)

OECD'nin Yapay Zeka Yonetisimi Calisma Grubu (Al Governance Working Party) ve Yapay Zeka Kiresel
Ortakhgi (Global Partnership on Artificial Intelligence - GPAD), kuruluslarin yapay zeka sistemlerini
egitmek icin veri toplama ve kullanma yéntemlerinin fikri milkiyet Gzerindeki etkilerini inceleyen bir
rapor yayimladi. Bu rapor, 10 Mart 2025 tarihinde OECD tarafindan duyurulmus olup, Uretken yapay
zeka (generative Al) teknolojilerinin hizli gelisimiyle birlikte ortaya ¢ikan fikri mulkiyet ile ilgili temel
konulari ele almaktadir. Raporun amaci, yapay zeka sistemlerinin veri kullanimi ile fikri milkiyet haklari
arasindaki kesisimi analiz ederek, politika yapicilar, endustri liderleri ve arastirmacilar icin bir cerceve
sunmaktir.

Rapor 6zellikle Uretken yapay zekanin, telif hakki, patent ve ticari sirlar gibi fikri mulkiyet alanlarinda
yarattigi firsatlar ve zorluklar tizerinde durmaktadir. Yapay zeka sistemlerinin egitimi icin blyUk veri
setlerinin kullaniimasi, bu verilerin kaynaklarinin telif hakkiyla korunup korunmadigi, veri sahiplerinin
haklarinin nasil etkilendigi ve yapay zeka tarafindan tretilen ciktilarin fikri mualkiyet statlisi gibi konulari
inceler. Ornegin raporda, yapay zeka modellerinin telif hakkiyla korunan eserlerden (metin, gérsel,
mizik gibi) tiretilmis verilerle egitilmesi durumunda, bu eserlerin sahiplerinin haklarinin nasil
korunacadi tartisilir. Ayrica, yapay zeka tarafindan olusturulan iceriklerin (6rnedin, bir resim veya
metin) fikri mulkiyet olarak siniflandirilip siniflandirilamayacadi ve bu durumda hak sahipliginin kime ait
olacaQi (yapay zeka gelistiricisi, veri saglayicisi veya hi¢ kimse) gibi hukuki belirsizlikler ele alinir.

Rapor, bu sorunlara ¢éziim olarak birkac dneri sunar. ilk olarak, veri toplama ve kullanim siireclerinde
seffafligin artiriimasi gerektigini vurgular; bu, veri kaynaklarinin acikca belgelenmesini ve fikri milkiyet
sahiplerine bildirim yapiimasini icerir. ikinci olarak, yapay zeka sistemlerinin egitiminde kullanilan
verilerin etik ve yasal standartlara uygunlugunu saglamak icin uluslararasi is birligi ve standartlar
gelistirilmesi 6nerilir.


https://www.ftc.gov/news-events/news/press-releases/2025/02/ftc-finalizes-order-donotpay-prohibits-deceptive-ai-lawyer-claims-imposes-monetary-relief-requires

Yapay Zeka'| Kiiresel
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30 Ocak 2025 | OECD'nin Yapay Zeka Yonetisimi Calisma Grubu ve Yapay Zeka Kiiresel
Ortakligi, kuruluslarin yapay zeka sistemlerini egitmek icin veri toplama ve kullanma
bicimlerinin fikri milkiyet etkilerini inceleyen bir rapor yayimladi. (2/2)

Uclincii olarak, yapay zeka tarafindan Uretilen iceriklerin fikri milkiyet statiistinii netlestirmek icin
mevcut fikri milkiyet yasalarinin glincellenmesi veya yeni diizenlemeler getirilmesi gerektigi belirtilir.
OECD, bu raporla, yapay zeka teknolojilerinin inovasyonu tesvik ederken fikri mlkiyet haklarini dengeli
bir sekilde korumasini saglamay! amaclamakta ve bu alanda kiiresel bir tartismayi tesvik etmektedir.

ilgili icerige buradan ve icerige iliskin rapora buradan ulasabilirsiniz.

3 Subat 2025 | Dijital Adalet Yasasi olarak bilinen 4276 sayili Tasari, New York Eyalet
Senatosu'na sunuldu.

Dijital Adalet Yasasi olarak bilinen Senato Bill 4276, 3 Subat 2025 tarihinde New York Eyalet
Senatosu'na sunuldu. Yasa, 500 veya daha fazla New York sakininin kisisel bilgilerini isleyen kuruluslari
hedeflemektedir.

Yasa, aclk gizlilik bildirimlerini, veri isleme icin onay alinmasini zorunlu kilimakta ve trin ve hizmet
kalitesinin gizlilik korumalariyla iliskilendirilmesini yasaklamaktadir.

Tasarl ayrica, kuruluslarin kisisel bilgileri endUstri standardinda 6zenle korumasini gerektirmekte ve izin
alinmaksizin G¢lncd taraf veri paylasimini kisitlamaktadir.

ilgili tasariya buradan ulasabilirsiniz.


https://oecd.ai/en/wonk/ip-data-scraping
https://www.oecd.org/content/dam/oecd/en/publications/reports/2025/02/intellectual-property-issues-in-artificial-intelligence-trained-on-scraped-data_a07f010b/d5241a23-en.pdf
https://www.dataguidance.com/news/new-york-bill-digital-fairness-act-introduced-senate
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EY | Daha iyi bir calisma diinyasi olusturuyoruz

EY olarak, misterilerimiz, calisanlarimiz, toplum ve diinyamiz icin deder yaratirken
sermaye piyasalarinda glveni insa ediyor ve bu sekilde daha iyi bir ¢calisma dinyasi
olusturuyoruz.

Veri, yapay zeka ve ileri teknolojiden yararlanarak musterilerimizin gelecegi glivenle
sekillendirmesine, ginimuizde ve gelecekte karsilasabilecekleri sorunlara ¢ézim
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