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24 Şubat 2025 I Üretken yapay zekâdan yararlanırken kişisel verilerin korunması
bakımından dikkat edilmesi gereken hususlara ilişkin duyuru yayımlandı.

Kişisel Verilerin Korunması Kurumu (KVKK), üretken yapay zekâ (AI) kullanımının artan önemi ve
potansiyel etkileri göz önünde bulundurularak uyarılarını barındıran bir görüş yayımladı. Bu görüş, yapay
zekâ uygulamalarını kullanırken kişisel verilerin korunması adına dikkat edilmesi gereken kritik noktaları
vurgulamaktadır. Bunlar;

 Yapay zekâ sistemine bilgi sağlarken ad-soyad, adres, telefon numarası ve kimlik bilgileri gibi bilgileri
paylaşmaktan kaçınmak,

 Anonim ve genel ifadeler kullanmak,
 Yapay zekâ sisteminin veri toplama ve saklama politikalarını dikkatli şekilde incelemek,
 Sağlık bilgileri, finansal bilgiler ve hukuki süreçlerinizle ilgili bilgi paylaşmaktan imtina etmektir.

İlgili dokümana buradan ulaşabilirsiniz.

Yapay Zekâ I Türkiye
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https://media.licdn.com/dms/document/media/v2/D4D1FAQFBm4CdQp-p7w/feedshare-document-pdf-analyzed/B4DZU7vWMxHIAY-/0/1740464032061?e=1743033600&v=beta&t=11cOYq6SxI7GF16_kj-xdlNgEdm9oDQqfr9QL8ei0e4
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23 Ocak 2025 I Avrupa Veri Koruma Kurulu (EDPB), Yapay Zekâ: Karmaşık Algoritmalar
ve Etkin Veri Koruma Denetimi adlı proje kapsamında iki rapor yayımladı.

Hamburg veri koruma otoritesi, AB Yapay Zekâ Yasası’nın (AI Act) okuryazarlık hükümlerine ve belirli
yapay zekâ kullanımlarına ilişkin yasaklara nasıl uyulacağına dair bir rehber yayınladı.

İlgili rehbere buradan ulaşabilirsiniz.

30 Ocak 2025 I Hamburg veri koruma otoritesi, AB Yapay Zekâ Yasası’na (AI Act) ilişkin
rehber yayımladı.

Yapay Zekâ Yasası (AI Act), Avrupa Birliği'nde yapay zekâ (YZ) teknolojilerinin kullanımını düzenlemeyi
amaçlayan önemli bir mevzuattır. Yapay Zekâ Yasası kapsamındaki ilk kurallar, 2 Şubat itibarıyla
uygulanmaya başlanmıştır. Bunlar arasında YZ sistemi tanımı, YZ okuryazarlığı ve Yapay Zekâ
Yasası'nda belirtildiği gibi AB'de kabul edilemez riskler oluşturan sınırlı sayıda yasaklı YZ kullanım
durumu yer almaktadır.

Yasayla birlikte, yapay zekâ sistemlerinin risk düzeyine göre kategorilere ayrılması ve bu sistemlere
yönelik çeşitli düzenlemeler getirilmesi hedeflenmektedir.

Yapay Zekâ Yasası'nın hükümlerinin çoğu 2026 yılına kadar yürürlüğe girmemekle birlikte bazı yasaklar
2 Şubat 2025'te itibaren geçerli hale gelmiştir. Bu kapsamda, Yapay Zekâ Yasası'na göre yasaklanan
bazı yapay zekâ sistemleri şunlardır:

2 Şubat 2025 ı  Yapay Zekâ Yasası (AI Act) kapsamındaki ilk gereksinimler yürürlüğe girdi.
(1/2)

Alman Federal Veri Koruma Otoritesi’nin (DPA) talebi üzerine Uzman Havuzu Destek programı
kapsamında başlattığı “Yapay Zekâ: Karmaşık Algoritmalar ve Etkili Veri Koruma Denetimi Projesi”, Veri
Koruma Otoritesinin iki konuya ilişkin sorularına yardımcı olmayı amaçlamaktadır. Bunlar yapay
zekâdaki önyargıların araçlar aracılığıyla değerlendirilmesi ve veri sahiplerinin haklarının etkili bir
şekilde uygulanmasıdır.

Bu proje, tüm tarafların önyargıyı anlamasına ve değerlendirmesine ve yapay zekâ (YZ) bağlamında veri
sahiplerinin haklarının uygulanmasına yardımcı olmayı hedeflemektedir. Özellikle, önyargı
değerlendirmesi ve veri sahiplerinin haklarının uygulanması için yöntem veya araçları netleştirerek
DPA'ya yardımcı olma hedefi mevcuttur.

Yapay Zekâ: Karmaşık Algoritmalar ve Etkili Veri Koruma Denetimi projesi iki çıktı içermektedir:

 Önyargı değerlendirmesi
 Veri sahibi haklarının etkin bir şekilde uygulanması

İlgili raporlara buradan ulaşabilirsiniz.

Yapay Zekâ I Avrupa Birliği I
Birleşik Krallık

https://datenschutz-hamburg.de/news/ki-vo-diese-pflichten-und-verbote-gelten-ab-februar-2025
https://www.edpb.europa.eu/our-work-tools/our-documents/support-pool-experts-projects/ai-complex-algorithms-and-effective-data_en


 Bilinçaltı manipülasyon ve aldatıcı yollarla kararları etkileme
 Zayıf güvenliklere sahip kişileri manipüle etme
 Sosyal davranış veya kişilik özelliklerine göre bireyleri değerlendirme ve olumsuz muameleye yol

açma
 Suç işleme riski tahmini yapan sistemler
 Hedefsiz yüz tanıma ve veri toplama
 Duygusal analiz yapabilen sistemler (iş yerlerinde veya eğitim merkezlerinde, tıbbi ve güvenlik

amaçları dışında)
 Biyometrik verilerle kişilerin özelliklerini çıkarma
 Gerçek zamanlı biyometrik veri toplama (kolluk kuvvetlerinin sınırlı durumlar dışında)

Kapsam ve cezalar:

 AB dışındaki şirketler de bu yasaya tabidir.
 Cezalar, şirketin küresel cirosunun %7'si veya 35 milyon Euro’ya kadar çıkabilir.

İlgili kanun metninde yer alan maddeye buradan ulaşabilirsiniz.
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2 Şubat 2025 ı  Yapay Zekâ Yasası (AI Act) kapsamındaki ilk gereksinimler yürürlüğe
girdi. (2/2)

4 Şubat 2025 I AB Yapay Zekâ Ofisi, sektör ve şirket büyüklüğüne göre Yapay Zekâ
Tüzüğü uyumluluğunu ayrıntılı olarak açıklayan yasaklı yapay zekâ uygulamalarına dair
yönergeler ve YZ okuryazarlığına dair içerik havuzu yayımladı.

Komisyon, Yapay Zekâ (YZ) Yasası'nda yer alan yasaklı yapay zekâ uygulamalarıyla ilgili bir kılavuz
yayımlayarak Avrupa değerleri ve temel hakları tehdit edebilecek potansiyel riskleri taşıyan
uygulamalara dair genel bir bakış sunmaktadır. Bu kılavuz, belirli yapay zekâ sistemlerinin Avrupa'da
kabul edilemez sayılması gerektiği durumları ele almaktadır.

Yapay Zekâ Yasası, inovasyonu teşvik ederken aynı zamanda sağlık, güvenlik ve temel haklar açısından
yüksek koruma sağlamayı amaçlamaktadır. Bu yasa, yapay zekâ uygulamalarını yasaklı, yüksek riskli ve
şeffaflık yükümlülüklerine tabi olanlar gibi farklı risk kategorilerine ayırmaktadır. Yasaklı uygulamalar
arasında özellikle zararlı manipülasyon, sosyal puanlama ve gerçek zamanlı uzaktan biyometrik
tanımlama gibi uygulamalar yer almaktadır.

Yönergeler, Yapay Zekâ Yasası'nın Avrupa Birliği genelinde tutarlı ve etkili bir şekilde uygulanmasını
sağlamak amacıyla oluşturulmuştur. Ancak bu yönergeler bağlayıcı değildir; bunun yerine, yasakların
Komisyon tarafından yorumlanmasına yönelik değerli içgörüler sunar ve yetkili yorumlar Avrupa Birliği
Adalet Divanı'na (ABAD) aittir. Bu da, her üye ülkenin ve paydaşların yasal gereklilikleri anlamasına ve
yerine getirmesine yardımcı olacak pratik örnekler ve açıklamalar sağlamaktadır.

İlgili yönergeler içeriğine buradan ulaşabilirsiniz.

İlgili belge özeti içeriğine buradan ulaşabilirsiniz.

Yapay Zekâ I Avrupa Birliği I
Birleşik Krallık

https://digital-strategy.ec.europa.eu/en/library/commission-publishes-guidelines-ai-system-definition-facilitate-first-ai-acts-rules-application
https://digital-strategy.ec.europa.eu/en/library/commission-publishes-guidelines-prohibited-artificial-intelligence-ai-practices-defined-ai-act
https://www.dataguidance.com/news/eu-ai-office-publishes-living-repository-ai-literacy


Komisyon, yapay zekâ (YZ) sistemi tanımına ilişkin yönergeler yayımlayarak, sağlayıcıların ve diğer
ilgili kişilerin bir yazılım sisteminin bir yapay zekâ sistemi olup olmadığını belirlemelerine yardımcı
olmayı ve kuralların etkili bir şekilde uygulanmasını kolaylaştırmayı amaçlamaktadır. 

Komisyon, Yapay Zekâ Yasası'ndaki kuralların etkin bir şekilde uygulanabilmesi için yazılım
sistemlerinin YZ sistemi olup olmadığını belirlemeye yardımcı olacak rehberler yayınlamıştır. Bu
rehberler bağlayıcı değildir ve özellikle pratik deneyimler ve yeni kullanım durumlarına göre
güncellenmesi planlanmaktadır.

Yapay Zekâ Yasası, yenilikleri teşvik ederken sağlık, güvenlik ve temel hakların korunmasını sağlamayı
amaçlamaktadır. Bu yasa, YZ sistemlerini yasaklı, yüksek riskli ve şeffaflık yükümlülüklerine tabi
sistemler olarak sınıflandırmaktadır. 2 Şubat itibarıyla, Yapay Zekâ Yasası'nın ilk kuralları, YZ sistemi
tanımı, YZ okuryazarlığı ve AB'de kabul edilemez riskler taşıyan sınırlı sayıda yasaklı YZ kullanım
durumu gibi maddeleri yürürlüğe girmiştir.

İlgili içeriğe buradan ulaşabilirsiniz.
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6 Şubat 2025 I AB  Komisyonu, yapay zekâ sisteminin tanımına ilişkin rehber yayımlandı.

6 Şubat 2025 I Fransa'nın veri koruma otoritesi CNIL, GDPR ile uyumlu ‘yenilikçi ve
sorumlu yapay zekâ geliştirilmesi’ için yeni önerilerde bulundu.

CNIL, GDPR'nin Avrupa'da sorumlu yapay zekâ (YZ) geliştirilmesini sağlamak için yeni öneriler
yayımladı. Bu öneriler, kişisel verilerin kullanıldığı bireyleri bilgilendirmeye ve haklarını kolayca
kullanmalarına yardımcı olacak somut çözümler sunmaktadır. Bu kapsamda temel başlıklar aşağıda yer
almaktadır:

 GDPR’ın yapay zekâya uyumu
Fransa, 2025'te YZ'nin yenilik ve rekabetçilik potansiyelini vurgulayacak bir zirve düzenleyecektir.
CNIL, YZ yeniliğini desteklerken kişisel hakları koruma anlayışındadır.

 Yapay zekâya uygun GDPR ilkelerinin uygulanması
Kişisel veri içeren yapay zekâ modelleri için GDPR geçerlidir. CNIL, veri koruma ilkelerinin YZ
sistemlerine göre özel olarak uygulanması gerektiğini belirtmektedir.

 Yeni öneriler
CNIL, YZ kullanımında GDPR’ı dengeli bir şekilde uygulayacak yeni öneriler sunmuştur. Kişisel veriler
YZ modelinde kullanılacaksa, bireyler bilgilendirilmelidir.

Ayrıca, bireylerin kişisel verilerine erişim ve düzeltme haklarını kullanabilmesi için geliştiricilerin gizlilik
korumasına özen göstermesi gerektiği vurgulanmıştır.

İlgili öneri özetine buradan oluşabilirsiniz.

Yapay Zekâ I Avrupa Birliği I
Birleşik Krallık

https://digital-strategy.ec.europa.eu/en/library/commission-publishes-guidelines-ai-system-definition-facilitate-first-ai-acts-rules-application
https://www.cnil.fr/en/ai-and-gdpr-cnil-publishes-new-recommendations-support-responsible-innovation


Kılavuz, kamu sektörü kuruluşları ve hükümet departmanlarına yapay zekânın (YZ) güvenli ve etkili
kullanımı konusunda teknik rehberlik sunmak amacıyla tasarlanmıştır. YZ, Birleşik Krallık Hükümeti'nin
ekonomik büyümeyi desteklemek ve kamu hizmetlerinin kalitesini artırmak için stratejisinin merkezinde
yer almaktadır. Ancak, YZ'nin sınırlamaları ve potansiyel risklerine de dikkat edilmesi gerektiği
vurgulanmaktadır.

YZ Kılavuzu; kamu çalışanları, dijital ve veri alanında çalışanlar ve farklı dijital bilgi seviyelerine sahip
tüm kamu sektörü çalışanları için erişilebilir kılınmıştır. Kılavuz, kamu görevlilerine YZ'nin ne
yapabileceğini, nasıl yardımcı olabileceğini ve bu teknolojinin etik, yasal, gizlilik, sürdürülebilirlik ve
güvenlik risklerini anlamalarına yardımcı olmayı amaçlamaktadır.

Kılavuzda yayınlanan yapay zekâ kullanımı için 10 ilke aşağıda yer almaktadır:

 Yapay zekânın ne olduğunu ve sınırlarının neler olduğunu bilmek
 Yapay zekâyı yasal, etik ve sorumlu bir şekilde kullanmak
 Yapay zekâyı nasıl güvenli bir şekilde kullanacağınızı bilmek
 Doğru aşamada anlamlı bir insan kontrolüne sahip olmak
 Yapay zekâ yaşam döngüsünü nasıl yöneteceğinizi anlamak
 İş için doğru aracı kullanmak
 Açık ve iş birlikçi olmak
 En başından itibaren ticari iş arkadaşlarınızla çalışmak
 Yapay zekâyı uygulamak ve kullanmak için gereken beceri ve uzmanlığa sahip olmak
 Bu ilkeleri kurumunuzun politikalarıyla birlikte kullanmak ve doğru güvenceye sahip olmak

İlgili dokümana buradan ulaşabilirsiniz.
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10 Şubat 2025 I Birleşik Krallık Hükümeti, Yapay Zekâ (YZ) Kılavuzunu (AI Playbook)
yayımladı.

11 Şubat 2025 ı Fransa'nın Paris kentinde düzenlenen Yapay Zekâ Eylem Zirvesi (AI
Summit) etkinliği gerçekleşti. (1/2)

Paris AI Summit: Politika ve düzenleyici etkiler

Paris'teki 2025 Yapay Zekâ Zirvesi, Avrupa'nın yapay zekâ (YZ) stratejisinde önemli bir dönüm
noktasını işaret etmiştir. Zirve, devlet başkanları, iş liderleri ve YZ uzmanlarını bir araya getirerek
Avrupa'nın küresel YZ arenasında önemli bir oyuncu olma amacını vurgulamıştır. Zirvede, Fransa'nın
YZ yönetimindeki liderliğini pekiştirecek büyük yatırımlar açıklanmış ve Avrupa'nın YZ stratejisi
inovasyonu, düzenlemeleri ve rekabetçiliği ön plana çıkmıştır.

Öne çıkan politikalar:

Zirvede, YZ sistemlerinin güvenilir, şeffaf ve herkese erişilebilir olması gerektiği vurgulanmıştır. Ayrıca
fikri mülkiyet haklarının önemi, özellikle telif hakkı korumalı içerik ve adil yaratıcı ödeme modelleri
tartışılmıştır. YZ'nin çevresel etkilerini azaltmaya yönelik sürdürülebilir ve sorumlu gelişim de önemli bir
konu olarak ifade edilmiştir.

Eğitim ve beceri geliştirme, YZ teknolojilerini etkili şekilde geliştirebilmek ve düzenlemek için önemli bir
hedef olarak belirlenmiştir. Zirve ayrıca, küresel YZ yönetişimi için bir çerçeve oluşturulması gerektiğini
savunmuş ve ülkeler arasında iş birliği yoluyla güvenli ve etik YZ kullanımı için uluslararası standartlar
oluşturulması gerektiği belirtilmiştir.

Yapay Zekâ I Avrupa Birliği I
Birleşik Krallık

https://assets.publishing.service.gov.uk/media/67aca2f7e400ae62338324bd/AI_Playbook_for_the_UK_Government__12_02_.pdf
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11 Şubat 2025 ı Fransa'nın Paris kentinde düzenlenen Yapay Zekâ Eylem Zirvesi (AI
Summit) etkinliği gerçekleşti. (2/2)

Fransa'nın öne çıkan açıklamaları
Fransa Cumhurbaşkanı, veri merkezleri, YZ ortaklıkları ve yarı iletken üretimi gibi sektörlerde 109
milyar Euro değerinde özel yatırımlar açıklanmıştır. Fransa'nın düşük karbonlu enerji karışımı sayesinde,
YZ operasyonları için güvenilir ve sürdürülebilir bir enerji kaynağı sunduğu vurgulanmıştır.

Avrupa'nın yapay zekâ stratejisi
Avrupa Komisyonu Başkanı, InvestAI girişimini başlatmıştır ve YZ için 200 milyar Euro yatırım yapmayı
hedeflemektedir. Bu yatırım, dört büyük YZ fabrikası kurarak, büyük ölçekli YZ modellerini eğitmeye
yöneliktir.

Sürdürülebilir ve kapsayıcı yapay zekâ için bildiri
Zirvenin sonunda 61 ülke, halk ve gezegen için sürdürülebilir ve kapsayıcı yapay zekâ konusunda bir
bildiri kabul etmiştir. Bu bildiri, YZ'nin çevresel etkileri üzerine bir gözlemevi kurulmasını ve enerji
verimli YZ yeniliklerini teşvik etmeyi amaçlayan bir platform başlatmayı taahhüt etmiştir.

Paris'teki iki günlük küresel zirve, geniş bir fikir birliğine yol açmıştır. Yaklaşık 60 ülke Kapsayıcı ve
Sürdürülebilir Yapay Zekâ Beyannamesi'ni imzalanmıştır. Bu beyannameyi imzalamayı reddeden iki ülke
ise ABD ve Birleşik Krallık’tır.

Veri koruma yetkililerinin ortak açıklaması
Avustralya, Kore, İrlanda, Fransa ve Birleşik Krallık'tan veri koruma yetkilileri, YZ'nin veri işleme
süreçlerinin büyüyen karmaşıklığını ele alarak, güvenilir veri yönetim çerçevelerinin oluşturulmasının
önemini vurgulanmıştır. Bu çerçeveler, yenilikçi ve gizliliği koruyan YZ gelişimini desteklemeye
yöneliktir.

Zirve, Avrupa'nın YZ alanındaki bağımsızlık hedeflerini güçlendirirken, küresel YZ politikaları ve
düzenlemeleri üzerinde daha büyük bir etki oluşturmayı amaçlayan bir platform olarak öne çıkmıştır.

İlgili haber özetine buradan ulaşabilirsiniz.

Avrupa Komisyonu’nun Yapay Zekâ Sorumluluk Direktifi teklifini geri çekmesi, 2025 itibarıyla teknoloji
düzenlemeleri ve uluslararası bağlamda önemli bir gelişmedir.

Avrupa Komisyonu, ilk olarak 2022’de Yapay Zekâ Sorumluluk Direktifi’ni önerdiğinde, bu teklif yapay
zekâ sistemlerinin neden olduğu zararlardan dolayı tüketicilerin hukuki korumasını artırmayı ve şirketler
için sorumluluk çerçevesini netleştirmeyi amaçlamaktaydı. Ancak, Paris’teki Yapay Zekâ Eylem
Zirvesi’nden sonra Komisyon bu direktifi geri çekme kararı almıştır. Komisyon’un 11 Şubat 2025’te
yayımlanan 2025 nihai çalışma programında, Yapay Zekâ Sorumluluk Direktifi’nin geri çekileceği resmi
olarak duyurulmuştur.

İlgili başlığa ilişkin detaylı bilgiye buradan ulaşabilirsiniz.

11 Şubat 2025 I Avrupa Komisyonu AI Sorumluluk Direktifi teklifini geri çekti.

Yapay Zekâ I Avrupa Birliği I
Birleşik Krallık

https://www.dataguidance.com/news/international-eu-and-au-members-adopt-statement
https://iapp.org/news/a/european-commission-withdraws-ai-liability-directive-from-consideration/
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12 Şubat 2025 ı Avrupa Veri Koruma Kurulu (EDPB), ChatGPT görev gücünün kapsamının
yapay zekâ denetimlerini de kapsayacak şekilde genişletilmesine karar verildiğini duyurdu.

ChatGPT görev gücünün kapsamının yapay zekâ denetimlerini de kapsayacak şekilde genişletilmesine
karar verildiğine ilişkin gelişme, EDPB’nin Şubat 2025’teki genel kurul toplantısında, 12 Şubat 2025
tarihinde duyurulmuştur.

EDPB, daha önce ChatGPT özelinde kurulan görev gücünü, yalnızca bu uygulamayla sınırlı kalmayıp
genel yapay zekâ denetimlerini kapsayacak şekilde genişletme kararı almıştır. Bu karar, YZ
teknolojilerinin hızla yaygınlaşması ve veri koruma açısından ortaya çıkan yeni riskler nedeniyle
alınmıştır. Görev gücünün amacı, GDPR YZ sistemleri bağlamında uygulanmasını koordine etmek ve üye
devletlerin veri koruma otoriteleri arasında iş birliğini güçlendirmektir. EDPB, özellikle acil ve hassas
konularda veri koruma otoritelerinin eylemlerini uyumlu hale getirme ihtiyacını vurgulamış ve bu
kapsamda bir “hızlı tepki ekibi” kurulacağını belirtmiştir. Bu ekip, YZ ile ilgili ortaya çıkan önemli
sorunlara hızlı ve etkili bir şekilde müdahale etmeyi hedeflemektedir.

İlgili karara buradan ulaşabilirsiniz.

Yapay Zekâ I Avrupa Birliği I
Birleşik Krallık

https://www.edpb.europa.eu/news/news/2025/edpb-adopts-statement-age-assurance-creates-task-force-ai-enforcement-and-gives_en
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Yapay Zekâ I Küresel

16 Ocak 2025 I FTC, DoNotPay ile aldatıcı 'Yapay Zekâ Avukatı' iddialarını yasaklayan,
parasal yardım sağlayan ve geçmiş abonelere bildirim gerektiren kararı kesinleştirdi.

Federal Ticaret Komisyonu (FTC), çevrim içi abonelik hizmetini “dünyanın ilk robot avukatı” olarak
tanıtan DoNotPay şirketinin, yapay zekâlı sohbet robotunun yetenekleri hakkında aldatıcı iddialarda
bulunmayı bırakmasını gerektiren kararı kesinleştirmiştir.

Eylül 2024'te açıklanan bir şikayette FTC, DoNotPay'in sözde robot avukatının, bir insan avukatın
uzmanlığının yerine yeterli bir ikame olduğu iddialarını yerine getiremediğini iddia etmiştir. Şikayete
göre şirket, “YZ avukatının” yasal belgeler oluştururken ve tavsiyelerde bulunurken bir insan avukatın
seviyesinde çalışıp çalışmadığını test etmemiş ve şirket, hizmetinin hukukla ilgili özelliklerinin kalitesini
ve doğruluğunu test etmek için avukatları işe almamış veya tutmamıştır.

Nihai karar, DoNotPay'in 193.000 Dolar tutarında parasal yardım ödemesini ve 2021 - 2023 yılları
arasında hizmete abone olan tüketicileri FTC anlaşması hakkında bilgilendirmesini gerektirmektedir.
Karar ayrıca DoNotPay'in, bunu destekleyecek yeterli kanıta sahip olmadığı sürece hizmetinin gerçek
bir avukat gibi çalıştığına dair reklam yapmasını yasaklamaktadır.

İlgili karara ilişkin detaylı açıklamaya buradan ulaşabilirsiniz.

30 Ocak 2025 I OECD’nin Yapay Zekâ Yönetişimi Çalışma Grubu ve Yapay Zekâ Küresel
Ortaklığı, kuruluşların yapay zekâ sistemlerini eğitmek için veri toplama ve kullanma
biçimlerinin fikri mülkiyet etkilerini inceleyen bir rapor yayımladı. (1/2)

OECD’nin Yapay Zekâ Yönetişimi Çalışma Grubu (AI Governance Working Party) ve Yapay Zekâ Küresel
Ortaklığı (Global Partnership on Artificial Intelligence - GPAI), kuruluşların yapay zekâ sistemlerini
eğitmek için veri toplama ve kullanma yöntemlerinin fikri mülkiyet üzerindeki etkilerini inceleyen bir
rapor yayımladı. Bu rapor, 10 Mart 2025 tarihinde OECD tarafından duyurulmuş olup, üretken yapay
zekâ (generative AI) teknolojilerinin hızlı gelişimiyle birlikte ortaya çıkan fikri mülkiyet ile ilgili temel
konuları ele almaktadır. Raporun amacı, yapay zekâ sistemlerinin veri kullanımı ile fikri mülkiyet hakları
arasındaki kesişimi analiz ederek, politika yapıcılar, endüstri liderleri ve araştırmacılar için bir çerçeve
sunmaktır.

Rapor özellikle üretken yapay zekânın, telif hakkı, patent ve ticari sırlar gibi fikri mülkiyet alanlarında
yarattığı fırsatlar ve zorluklar üzerinde durmaktadır. Yapay zekâ sistemlerinin eğitimi için büyük veri
setlerinin kullanılması, bu verilerin kaynaklarının telif hakkıyla korunup korunmadığı, veri sahiplerinin
haklarının nasıl etkilendiği ve yapay zekâ tarafından üretilen çıktıların fikri mülkiyet statüsü gibi konuları
inceler. Örneğin raporda, yapay zekâ modellerinin telif hakkıyla korunan eserlerden (metin, görsel,
müzik gibi) türetilmiş verilerle eğitilmesi durumunda, bu eserlerin sahiplerinin haklarının nasıl
korunacağı tartışılır. Ayrıca, yapay zekâ tarafından oluşturulan içeriklerin (örneğin, bir resim veya
metin) fikri mülkiyet olarak sınıflandırılıp sınıflandırılamayacağı ve bu durumda hak sahipliğinin kime ait
olacağı (yapay zekâ geliştiricisi, veri sağlayıcısı veya hiç kimse) gibi hukuki belirsizlikler ele alınır.

Rapor, bu sorunlara çözüm olarak birkaç öneri sunar. İlk olarak, veri toplama ve kullanım süreçlerinde
şeffaflığın artırılması gerektiğini vurgular; bu, veri kaynaklarının açıkça belgelenmesini ve fikri mülkiyet
sahiplerine bildirim yapılmasını içerir. İkinci olarak, yapay zekâ sistemlerinin eğitiminde kullanılan
verilerin etik ve yasal standartlara uygunluğunu sağlamak için uluslararası iş birliği ve standartlar
geliştirilmesi önerilir.

https://www.ftc.gov/news-events/news/press-releases/2025/02/ftc-finalizes-order-donotpay-prohibits-deceptive-ai-lawyer-claims-imposes-monetary-relief-requires
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30 Ocak 2025 I OECD’nin Yapay Zekâ Yönetişimi Çalışma Grubu ve Yapay Zekâ Küresel
Ortaklığı, kuruluşların yapay zekâ sistemlerini eğitmek için veri toplama ve kullanma
biçimlerinin fikri mülkiyet etkilerini inceleyen bir rapor yayımladı. (2/2)

Üçüncü olarak, yapay zekâ tarafından üretilen içeriklerin fikri mülkiyet statüsünü netleştirmek için
mevcut fikri mülkiyet yasalarının güncellenmesi veya yeni düzenlemeler getirilmesi gerektiği belirtilir.
OECD, bu raporla, yapay zekâ teknolojilerinin inovasyonu teşvik ederken fikri mülkiyet haklarını dengeli
bir şekilde korumasını sağlamayı amaçlamakta ve bu alanda küresel bir tartışmayı teşvik etmektedir.

İlgili içeriğe buradan ve içeriğe ilişkin rapora buradan ulaşabilirsiniz.

3 Şubat 2025 I Dijital Adalet Yasası olarak bilinen 4276 sayılı Tasarı, New York Eyalet
Senatosu'na sunuldu.

Dijital Adalet Yasası olarak bilinen Senato Bill 4276, 3 Şubat 2025 tarihinde New York Eyalet
Senatosu'na sunuldu. Yasa, 500 veya daha fazla New York sakininin kişisel bilgilerini işleyen kuruluşları
hedeflemektedir.

Yasa, açık gizlilik bildirimlerini, veri işleme için onay alınmasını zorunlu kılımakta ve ürün ve hizmet
kalitesinin gizlilik korumalarıyla ilişkilendirilmesini yasaklamaktadır.

Tasarı ayrıca, kuruluşların kişisel bilgileri endüstri standardında özenle korumasını gerektirmekte ve izin
alınmaksızın üçüncü taraf veri paylaşımını kısıtlamaktadır.

İlgili tasarıya buradan ulaşabilirsiniz.

https://oecd.ai/en/wonk/ip-data-scraping
https://www.oecd.org/content/dam/oecd/en/publications/reports/2025/02/intellectual-property-issues-in-artificial-intelligence-trained-on-scraped-data_a07f010b/d5241a23-en.pdf
https://www.dataguidance.com/news/new-york-bill-digital-fairness-act-introduced-senate
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